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ABSTRACT

Mathematics is recognized as an important subject in the school curriculum in Malaysia. It 
is a compulsory subject for many courses in matriculation, private colleges and universities. 
The purpose of this study is to identify the factors that influence the matriculation students 
in mathematical problem solving. Bayesian Network, a data mining technique, is used in 
this study to analyse the causal relationships. Bayesian network is a probabilistic graphical 
model which converts variables and their dependent relationships into nodes and arcs 
respectively. We compare the resultant networks using the different constraint and score 
based algorithms to identify the main factors affecting students in problem solving of 
mathematics. We found that students in Penang Matriculation College faced problem 
solving in mathematics owing to their problem with mathematical symbols. Hence, the 
students have no confidence in answering mathematics problems especially in questions 
related to their understanding of mathematical symbols. 

Keywords: Bayesian Network, Learning Algorithms, Network Scores, Causal Relationship, Graphical Model, 

Mathematics Education, Data Mining. 

INTRODUCTION

Mathematics is recognized as an important 
subject in the school curriculum in Malaysia. 
In the Malaysian education system, 
students have to learn mathematics from 

kindergarten, right up to their matriculation 
studies. In private colleges and universities, 
mathematics is a compulsory subject in 
many courses. Students can apply for 
admission to matriculation courses which 
are coordinated and carried out by the 
Ministry of Education (MOE) (Hong et al, 
2009). In the application, mathematics and 
additional mathematics are two important 
subjects that are considered for admission 
into the matriculation programme. Most of 



Ong, H. C. and Lim, J. S.

394 Pertanika J. Soc. Sci. & Hum. 22 (3): 394 - 408 (2014)

the selected applicants have good grades in 
these two subjects. However, the majority 
of the matriculation students under the 
1 year programme still face difficulties 
on problem solving in mathematics. This 
study uses a questionnaire survey to gather 
information needed from the students in 
Penang Matriculation College session 
2010/2011. We then use Bayesian Network 
to analyze the causal relationships of the 
students on problem solving in Mathematics. 
The Objectives of this study are to explore 
the mathematics problems faced by students 
in the Penang Matriculation College and to 
use Bayesian Network to identify the most 
significant mathematics problem faced by 
students in the matriculation programme. 
Bayesian network is used in this study 
in place of other statistical methods like 
regression because it does not fix or 
assume the variables to be dependent or 
independent. Instead, the structural learning 
in Bayesian network explores the structural 
dependencies among the variables.

A Bayesian Network is a probabilistic 
graphical model that encodes variables and 
their dependent relationships into nodes 
and arcs respectively (Heckerman, 1995; 
Pearl, 1986). In general, Bayesian Network 
can be defined as follows: Assume that   S 
= {G, θ} be a joint probability distribution 
of a set of n random variables X = {X₁, 
X₂, …, Xn} and  is specified by a directed 
acyclic graph G with a set of conditional 
probability functions parameterized by θ 
(Pearl, 1988). According to Cao and Fang 
(2010), the Bayesian Network structure, 

G, encodes the probabilistic dependencies 
in the data and the presence of an edge 
between two variables means that there 
exists a direct dependency between 
them. This set S contains the parameter 

( )| |
i ix S i iP xπθ π=  for each realization ix  

of iX  conditioned on iπ , the parents of ix  
in G. Thus, S can be defined as a unique joint 
probability distribution over X, written as

( ) ( )1 2 |1 1
, ,..., |

i i

n n

S n S i i Xi i
P X X X P X ππ θ

= =
= Π = Π , where 

iπ  represents the causes (parents) of variable

iX . Bayesian Network is an approach 
to detect causal structures in data (Pearl, 
2000). We know that Bayesian Network is 
a graphical representation of a probabilistic 
distribution on a set of random variables. 
Tchangani (2002) stated that Bayesian 
Network has a graphical representation of 
causality relationship between a cause and 
its effect. The nodes are linked by directed 
arcs that create a Directed Acyclic Graph 
(DAG) and the DAG shows no route or path 
from one node connecting back to itself or 
else it will be a cyclic graph. However, the 
arcs represent the conditional independent 
relationships between the nodes. Assume 
that an arc from node R to node Q shows 
that the probability specification for node Q 
is directly dependent on the values in node 
R. In this case, R is called a parent of node 
Q and node Q is called a child of node R. 
Figure 1 shows the relationship between the 
nodes R and Q.

 

Fig.1: Connection from node R to Q
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The direction of the arrow shows the 
state of information of the decision maker, 
that is, whether the decision maker is 
capable of expressing the probability as P 
(Q│R). 

LITERATURE REVIEW

In the early development of Bayesian 
Network, it is used to solve problems in 
computational complexity and independence 
assumptions (Ni et al., 2010). According to 
Tchangani (2002), Bayesian Networks derive 
from convergence of statistical methods 
that allow one to go from information 
(data) to knowledge (such as probability 
laws and relationship between variables) 
and Artificial Intelligence (AI) that allow 
computers to deal with knowledge. Pearl 
(1988) and Jensen (1996) both agree that 
Bayesian Networks (BNs) are among the 
leading technologies to describe and derive 
conditional independence relationship 
among the random variables. Bayesian 
Network has become a powerful tool 
for causal relationship modelling and 
probabilistic reasoning (Tang et al., 2010) 
because researchers use Bayesian Network 
to handle problems with much greater 
complexity. It has become advantageous in a 
variety of areas including medicine (Gevaert 
et al, 2006), environmental protection 
(Henriksen and Barlebo, 2007) and financial 
risk management (Neil et al., 2005). 

In Malaysia as in most countries, 
mathematics is a compulsory subject 
for students. Aziz (2005) stated that in 
learning mathematics, students always 
encounter problems involving calculations, 

understanding of concepts, principles and 
mathematical relationship with the others 
subjects. Norah et al. (2009) also claimed 
that learning of mathematics is a dynamic 
and complex process due to the interaction 
between previously acquired levels of 
understanding, conceptualization and 
incorporating of new materials. However, 
mathematics is more challenging for 
students. In matriculation, students often 
complained that mathematics is hard to 
learn and difficult to relate to in their 
studies. According to Haron et al. (2000), 
mathematics is the most difficult subject 
to understand among the students in the 
matriculation programme of Universiti 
Kebangsaan Malaysia (UKM). In Mahmud 
(2003), the main reason for secondary 
school students’ difficulties in solving 
mathematical problems was an inability 
to understand the problem. Hong (2004) 
found that students had problems in solving 
non-routine mathematical problems even 
though they could pass their mathematics 
examinations. Aziz (2005) claimed that 
mathematics is difficult to learn because 
the concept in mathematics is abstract 
and hard to understand. Irvin and Norton 
(2007) claimed that students’ poor attitudes 
toward mathematics cause them to perceive 
mathematics as a dry and static subject, 
abstract and only involved calculation. 

In this study, problem solving in 
mathematics is an issue we focus on. In 
the start of the 21st century, the Ministry of 
Education (MOE) in Malaysia emphasizes 
that problem solving is one of the various 
aspects in teaching and learning when 
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implementing the revised curriculum 
(MOE, 2001). Chapman (2005) stated that 
problem solving is important as a method 
for learning and teaching mathematics. 
Zakaria et al. (2009) said that solving a 
problem is a task in which an individual 
uses his/her existing knowledge, skills and 
understanding to address an unfamiliar 
situation. A problem solver also needs a rich, 
connected understanding of mathematics, 
ability to see patterns of similarities and 
association, skills to carry out the solution 
and finally, check that the results make sense 
in context of the problem (Burkhardt and 
Bell, 2007).

METHODOLOGY

The sample involves 1312 students 
from Penang Matriculation College in 
the academic session 2010/2011. The 
respondents are of the same age and 
similar educational background where all 
have passed their PSPM 1 (Peperiksaan 
Semester 1 Program Matrikulasi) semester 
1 examination. In addition, the respondents 
will sit for their PSPM 2 soon. This study 
used a questionnaire that is similar to 
Chong (2006) but is modified to cater for 
matriculation students. This questionnaire 
consists of twelve items. All the twelve 
items are given in five Likert scales, with 1 
denoting “Strongly Disagree”, 2 denoting 
“Disagree”, 3 denoting “Neutral”, 4 
denoting “Agree” and 5 denoting “Strongly 
Agree”. This instrument is designed to see 
a causal relationship between the items and 
all items are related to problem solving in 
mathematics. 

This instrument contains 12 questions. 
They are from Q1 until Q12. All the 
questionnaires from Q1 to Q12 are available 
in Appendix 1. The questionnaires are 
distributed to the students during their 
lectures. 

Structural Learning in Bayesian Network

Structure Learning Algorithms which 
include Scored-based (Singh and Valtorta, 
1995; Margaritis, 2003) and constraint-
based (Cooper, 1997; Margaritis, 2003) 
are two categories of structure learning 
algorithms for Bayesian Network. The 
score-based method uses a score metric 
that measures how a structure reflects the 
data and finds a Bayesian Network structure 
with the highest score (Na and Yang, 2010). 
However, the DAG in constraint-based 
method is based on a set of conditional 
independent statements and is recognized 
from some prior knowledge or on some 
calculation from the data (Margaritis, 2003).

Analysis in the Bayesian Network

In this study, we use both score based methods 
and constraint based methods to determine 
the major causes for students to be poor in 
solving mathematics problems. In learning 
a large system, heuristic algorithms such as 
Hill – Climbing (HC) are commonly used in 
practice (Kojima et al., 2010). Kojima et al. 
(2010) also claimed that the Hill – Climbing 
algorithm is used to find the local optima 
and upgraded versions of this algorithms 
lead to improving the score and structure 
of the results. Daly and Shen (2007) stated 
that the optimised implementation uses 
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score caching, score decomposability and 
finally score equivalence. These scores will 
reduce the number of duplicated tests. Grow 
–Shrink (GS) algorithm consists of two 
phases which are a grow phase and a shrink 
phase. The GS algorithm was proposed by 
Margaritis (2003). In Tsamardinos et al. 
(2003), Incremental Association Markov 
Blanket ( IAMB ) algorithm is based on 
the Markov Blanket detection algorithm 
which consists of two phases: a forward 
phase and a backward phase. Interleaved 
Incremental Association Markov Blanket 
(Inter- IAMB) is another variant of IAMB. 
It has two phases: growing phase and 
shrinking phase. It used a forward stepwise 
selection which avoids false positives in 
the Markov Blanket. (Tsamardinos et al., 
2003 ; Ge et al., 2010). Fast Incremental 
Association Markov Blanket (Fast- IAMB) 
also contains two phases: growing phase 
and shrinking phase (Yaramakala and 
Margaritis, 2005). It is similar to GS and 
IAMB. An algorithm that is called max – 
min hill climbing (MMHC) proposed by 
Tsamardinos et al. (2006), combined an 
independence test (IT) approach with a 
score based strategy where an undirected 
graph is constructed or built depending on 
an IT approach and a constrained greedy 
hill climbing search which returns a local 
optimum of the score function. Restricted 
Maximization (RSMAX2) is a more general 
implementation of the Max-Min Hill-
Climbing, which can use any combination of 
constraint-based and score-based algorithms 
(Scutari, 2010). Thus, HC and RSMAX2 
used the scored based method while the 

other learning algorithms used constraint 
based methods. A score based Bayesian 
network structure search is used in Tamada 
et al. (2011) to find the DAG structure fitted 
to the observed data and the score function 
is used to measure the fitness of the structure 
to the given data. Ge et al. (2010) stated that 
a score function Score (G, D) for learning a 
Bayesian network structure is decomposable. 
It can be expressed as a sum of local scores. 
Score (G, D) = ( )

1
,

m

i Gi
i

S D D
=
∑  where G is a 

directed acyclic graph (DAG) and D is a 
certain data set. There are several scores 
proposed for learning Bayesian networks 
such as the Bayesian Dirichlet equivalent or 
Bde (Heckerman et al., 1995), the Bayesian 
Information Criterion or BIC (Schwarz, 
1978), the Akaike Information Criterion 
or AIC (Akaike, 1974) and the greedy 
heuristic algorithm or K2 (Cooper and 
Herskovits, 1992). We calculate the score 
results based on networks obtained from 
the seven learning algorithms, which are 
Hill-Climbing (HC) , Grow- Shrink (GS), 
Incremental Association Markov Blanket 
(IAMB), Fast Incremental Association 
Markov Blanket (Fast-IAMB), Interleaved 
Incremental Association Markov Blanket 
(Inter-IAMB), Max - Min Hill Climbing 
(MMHC) and Restricted Maximization 
(RSMAX2). These score functions are 
used to estimate the network fit for these 
algorithms. Score-based methods produce a 
series of candidate Bayesian networks from 
the learning algorithms; calculate a score 
for each candidate and return a candidate 
of highest score (Jensen, 2009). Akaike 
Information Criterion or AIC was developed 
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by Akaike (1977). Akaike (1973) used the 
AIC to select the model that minimizes 
the negative likelihood penalized by the 
number of parameters as specified in the 
equation (1).

AIC = - 2 log p (L) +2p  (1)

where L refers to the likelihood under 
the fitted model and p is the number of 
parameters in the model. It is used to find 
the approximate model to the unknown true 
data (Acquah, 2010). Another information 
criterion that is widely used is BIC or 
Bayesian Information Criterion. BIC is 
derived within a Bayesian framework as 
an estimate of the Bayes factor for two 
competing models (Schwarz, 1978; Jensen, 
2009). The score for the BIC is defined as 

BIC = - 2 log p (L) + log n  (2)

where n is a sample size. The difference 
between AIC and BIC is based on the second 
term which is the sample size (Acquah, 
2010). Heckerman et al. (1995) developed 
the Bde or Bayesian Dirichlet Equivalent 
score. This score uses Bayesian analysis 
to evaluate and estimate a given dataset 
network. The idea of Bde is dependent on 
the BD (Bayesian Dirichlet) metric which 
is developed by Cooper and Herskovits 
(1992). The Dirichlet distribution is a 
multivariate distribution to describe the 
conditional probability of each variable 
in the network. The algorithm of K2 
score is another posterior density which is 
proposed by Cooper and Herskovits (1992). 
The K2- like greedy search method will 
incrementally add a node to a parent set 
and find the best parent set to maximize 

the joint probability of the structure and 
the database (Yang et al., 2006). The log-
likelihood (loglik) score is equivalent to the 
entropy measure used in Weka (Witten and 
Frank, 2005). The maximized likelihood 
( )P D G

 
decomposed by the network 

structure and for the decomposable scores 
is the complexity penalty. 

RESULTS AND DISCUSSION

Similar to Ge et al. (2010), the bnlearn 
package (R Team 2009) in R is used to run 
the structural learning algorithms. From 
the structural learning algorithms, there 
are seven different networks outcomes 
which are noncyclical. The arcs show 
direct dependent relationships between 
the connecting variables. However, the 
existence of conditional independence 
relationships is indicated by the absence 
of arcs (Ge et al. 2010). These diagrams 
also represent the logical cause and effect 
between the variables. Table 1 shows the 
numbers of edges and arcs for each pair of 
the learned networks. The “edges” represent 
the number of common links or edges (in 
either direction) for each learning networks 
structure. However, the “arcs” represent the 
number of common directed arcs between 
the nodes in these learned networks. Table 
1 also shows the number of common links 
and arcs that are obtained in each network in 
the diagonal section. From Table 1 a number 
of nodes that were constructed or built are 
the same. The nodes with the common arcs 
for all models in these learned networks 
represent a strong relationship in between 
the connections in these nodes. The edges 
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with strong relationships are Q1 to Q2, Q4 
to Q5, Q5 to Q6 and finally Q11 to Q12. 
Besides that, the other nodes that show the 
weak relationships in between them are Q3, 
Q7, Q8, Q9 and Q10. Figure 2 shows all the 
learned networks of the various algorithms. 
The common arcs are shown in Figure 3. 
These common arcs show that there is only 
one way direction to the consecutive nodes 
in all these learned networks.

For instance, node Q5 links to node Q6. 
The connection of edges from Q5 to Q6 
can be interpreted as students being sure of 
which method to be used when encountering 
a long mathematics question because they 
do not know what information is needed 
to handle the mathematics question. This 
happens because they do not understand 
the question and fail to transform their idea 
into mathematics symbol. Figure 3 shows 
the directly connected nodes. These links 
between the nodes represent common edges 
to all of the learned networks. Following 
this, we run again these seven learned 
network algorithms and set the common 
edges using Figure 3 as a white list for 
each learned networks. Then, we obtained 

the result for all the seven new learned 
networks (after white list) in Figure 4. We 
also show the final result on the HC network 
in Figure 5.

By running all the algorithms, the result 
of scores for the seven algorithms are 
shown in Table 2. The obtained results are 
important for comparing the network from 
the algorithms. In this study, network scores 
are used because they select which network 
fitted the data best. Based on the results 
shown in Table 2, we highlighted the highest 
scores for the networks. Following the white 
list of all the learned networks and having 
set the arcs, we found the Hill – Climbing 
( HC ) algorithm as having the best result 
for this study from Table 2. The arc strength 
is used to evaluate the strength for all the 
edges. Each edge will show the highest and 
the lowest score of the strength. The arc 
strength is used to measure the strength of the 
probabilistic relationships expressed by the 
arcs of a Bayesian network and it uses model 
averaging to build a network containing only 
the significant arcs (Scutari, 2010). 

In Figure 5, the thicker arcs represent 
the stronger relationships between the nodes. 

TABLE 1 
Number of common edges/arcs between each pair of the learned networks

Hc Gs Iamb Fast. iamb Inter. iamb Mmhc Rsmax2
Hc 11/11 8/1 6/1 6/2 6/1 5/3 8/8
Gs - 13/7 6/2 6/2 6/2 5/0 11/1
Iamb - - 12/9 10/6 10/9 10/2 6/1
Fast. iamb - - - 11/10 10/6 9/3 6/2
Inter. iamb - - - - 12/9 10/3 6/1
Mmhc - - - - - 10/10 5/3
Rsmax2 - - - - - - 11/11
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(a)

(d) (e) (f)

(g)

(b) (c)

Fig.2: Network structures learned by selected algorithms. (a) Hill – Climbing; (b) Grow – Shrink;  (c) 
Incremental Association Markov Blanket; (d) Fast Incremental Association Markov Blanket; (e) Interleaved 
Incremental Association Markov Blanket; (f) Max – Min Hill Climbing; (g) Restricted Maximization  
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These arcs also represent the highest values 
in arc strength compared with the others. 
However, the thin lines that are shown in 
the network are edges that represent the 
supplementary edges. Based on the Figure 
5, we displayed the stronger relationship 
and the highest value of arc strength in the 
final result of the learned network in Table 3.

TABLE 3 
The stronger relationship between the nodes and the 
arc strength in the final result learned network

Edges Arc strength

Q2 to Q12 198.92559

Q4 to Q6 186.66152

Q11 to Q12 113.60172

Q5 to Q6 102.7143

Table 3 is from the HC algorithm 
which gives the best scores among the 
seven learned networks except the log-
likelihood scores. IAMB and Inter- IAMB 
both obtained the same highest score 
compared with the others. Therefore, the 
result from HC algorithm (from Figure 
4(a) and in Figure 5) is the learned network 
from which we select the final result of 
this study. In Figure 5, the arc from node 
2 to node 12 represents the strongest 
relationship among the nodes. Based on 
the questionnaire, due to students’ abilities 
in solving the mathematics questions, they 
have difficulties with the complicated 
mathematical symbols and this causes 
students to have no confidence in coming 

Fig.3: Common edges of all the learned networks

TABLE 2 
The results of scores of all learned networks for each algorithm

Aic Bic Bde Loglik K2 

HC -20568.34 -21521.33 -21852.35 -20200.34 -20893.12

GS -21336.91 -24527.37 -23366.60 -20104.91 -21565.67

IAMB -22943.70 -31106.29 -24796.8 -19791.70 -22091.64

Fast-IAMB -20961.85 -22287.75 -22337.56 -20449.85 -21307.40

Inter-IAMB -22943.70 -31106.29 -24796.8 -19791.70 -22091.64

MMHC -20758.08 -21711.08 -21989.83 -20390.08 -21079.28
RSMAX 2 -20883.56 -21795.12 -22048.56 -20531.56 -21188.50
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(a) (b) (c)

(d) (e) (f)

(g)
Fig.4: Network structures learned by selected algorithms after white list. (a) Hill – Climbing; (b) Grow – 
Shrink;  (c) Incremental Association Markov Blanket; (d) Fast Incremental Association Markov Blanket; 
(e) Interleaved Incremental Association Markov Blanket; (f) Max – Min Hill Climbing; (g) Restricted 
Maximization  



Identifying Factors Influencing Mathematical Problem Solving among Matriculation Students in Penang 

403Pertanika J. Soc. Sci. & Hum. 22 (3): 403 - 408 (2014)

out with a neat and complete solution in 
solving the mathematics question. The 
final result of learned network shows that 
this is a major factor that causes students to 
be poor in solving mathematics problems. 
Similarly in Kinzel (1999), students have 
difficulties in understanding and interpreting 
the symbolic notation used in algebra. 
Capraro and Joffrion (2006) claimed that 
middle-school students often demonstrated 
much stronger skills in solving formal and 
informal problems that require algebraic 
reasoning than in symbolizing equations. 
They also indicate those students’ abilities to 
solve simple word problems with arithmetic 
and should be connected to the formal 
algebraic symbolic notation. 

Furthermore, the arc from node 4 to 
node 6 shows the second major problem 
faced by students in this study. We found 
that students who lack understanding of 
the mathematics question requirement, 
failed to transform the question needed 
into mathematical symbols which causes 

them to be not sure of which method to use 
if they are faced with a long mathematics 
question. Also in Ilany and Margolin (2010), 
language of symbols, concepts, definition 
and theorems are considered mathematical 
language. They also mentioned that the 
mathematical language needs to be learned 
and it cannot be developed naturally like a 
child’s natural language. The arc from Node 
11 to node 12 gives the third highest score 
for the strength in Table 3. Students always 
make careless mistakes in the process of 
calculation during their attempt to solve 
the mathematics questions. The mistakes 
that they make will lead them to be weak 
and poor in coming out with a complete 
solution in solving mathematics problem. 
Students are unable to write the appropriate 
solution for the mathematics question 
given because they do not plan well and 
organize in solving mathematics problem. 
From Montague (1988), some students with 
learning disabilities may have learned and 
organized correct strategies and conceptual 

Fig.5: The final result of the score learned network using the Hill – Climbing algorithm.
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knowledge to solve problems, but then fail 
to carry out them as is required. 

CONCLUSION

The major problem solving in mathematics 
that are faced by students in Penang 
Matriculation College is due to their 
understanding of mathematical symbols 
that influence their abilities in solving 
mathematics problems. From the Bayesian 
Network, this score is the highest in the 
final result of learned network. Owing to 
the complicated and difficult mathematical 
symbols, the students are unable to perform 
their solution well or in other words; they 
cannot solve the mathematics question with 
a neat and complete solution. Furthermore, 
our study also revealed that students in 
Penang Matriculation College are confused 
with the method to be used when they are 
faced with long mathematics questions. 
We can also conclude that the students 
are afraid of the complicated mathematics 
symbols and do not really understand the 
questions needed when they try to solve 
the questions. This study also revealed that 
students are quite weak in transforming the 
information from mathematics questions 
into the mathematics language. 

Bayesian Network is a powerful tool 
to trace problems in many areas such as 
in the industry and data mining. In our 
study, we use Bayesian network algorithms 
in the mathematics learning situation to 
identify the problems which arise. The 
results obtained show that the students 
in Penang Matriculation College have 
difficulty in understanding complicated 

mathematics symbol which causes them to 
be not confident in coming out with a neat 
and complete mathematical solution. Having 
identified mathematics symbols as the root 
cause of the problem in mathematical 
problem solving, future and subsequent 
work can be carried to help students based 
on their understanding of the various types 
of mathematics symbols. 
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APPENDIX 1

The Questionnaire for Mathematics Problems Faced By Matriculation Students

This questionnaire is designed to collect data regarding mathematics problems faced by 
matriculation students. 

You are required to answer all the questions sincerely. There is no right or wrong answers. 
Please circle your preference.

Guideline:  1 = Strongly Disagree
  2 = Disagree
  3 = Neutral 
  4 = Agree
  5 = Strongly Agree

1. I am lacking in ability to solve the question given because I 
do not understand the words/ phrases in mathematics.

1 – 2 – 3 – 4 – 5

2. Complicated mathematics symbols in solving mathematics 
question reduces my ability.

1 – 2 – 3 – 4 – 5 

3. Long and complicated / tough questions hinder me from 
solving the mathematics question.

1 – 2 – 3 – 4 – 5

4. I do not understand the question requirement and fail to 
transform to mathematics symbol.

1 – 2 – 3 – 4 – 5

5. I do not know/ am not sure what information is needed at 
tackling mathematics question.

1 – 2 – 3 – 4 – 5

6. I am not sure of which method to be used when faced with 
long mathematics question.

1 – 2 – 3 – 4 – 5

7. I cannot change to an alternative method when I am stuck 
half way with the method used to solve question.

1 – 2 – 3 – 4 – 5

8. I always make mistakes when solving mathematics question 
because I am not familiar with the basic operation of 
mathematics (+, - , x , ÷).

1 – 2 – 3 – 4 – 5

9. I am nervous when faced with long mathematics question 
because I am unable to connect/ to link the theory that I have 
learned.

1 – 2 – 3 – 4 – 5

10. I am always forget the symbol to be used to solve 
mathematics question.

1 – 2 – 3 – 4 – 5

11. I am always careless in the process of calculation when 
solving mathematics questions.

1 – 2 – 3 – 4 – 5 

12. I have no confidence in coming out with a neat and complete 
mathematics solution.

1 – 2 – 3 – 4 – 5


